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Neighborhood Size of Training Data  
Influences Soil Map Disaggregation

Pedology

Soil class mapping relies on the ability of sample locations to represent portions 
of the landscape with similar soil types; however, most digital soil mapping 
(DSM) approaches intersect sample locations with one raster pixel per covari-
ate layer regardless of pixel size. This approach does not take the variability of 
covariate information adjacent to the training data into account. The objective 
here was to disaggregate a soil map in a semiarid Arizona rangeland (78,569 
ha) by exploring different neighborhood sizes for extracting covariate data to 
points. Eight machine learning algorithms were compared to assess the influ-
ence of summarizing covariate data in 0-, 15-, 30-, 60-, 90-, 120-, 150-, and 
180-m circular neighborhoods and a multiscale model. K values of all mod-
els ranged between 0.24 and 0.44 and increased with neighborhood size up 
to 150 m. Support vector machine and random forest algorithms performed 
best across all scales. The radial support vector machine model using a 150-m 
neighborhood had the highest K and produced a more generalized map com-
pared with the best multiscale model (random forest), which resulted in a mix 
of general and detailed soil features. Evaluating a range of neighborhood sizes 
for aggregating covariate data provides a method of accounting for multiscale 
processes that are important for predicting soil patterns without modifying the 
pixel size of the final maps. Incorporating concepts from traditional soil sur-
veys with DSM approaches can strengthen ties between them and optimize the 
extraction of landscape information for predicting soil properties.

Abbreviations: cLHS, conditioned Latin hypercube sample; DEM, digital elevation model; 
DSM, digital soil mapping; iPCA, iterative principal component analysis; NDVI, normalized 
difference vegetation index; RF.multiscale, random forest multiscale model; RFE, recursive 
feature elimination; SVMR.150, the support vector machine model with a radial kernel and 
a 150-m neighborhood.

Most DSM approaches that use point data to develop relationships with en-
vironmental covariate data intersect sample locations with one raster pixel 
regardless of pixel size. An alternative approach is to extract covariate data for 

discernable landscape units surrounding sample locations with similar soils. Traditional 
soil surveys are conducted with the awareness that a given soil sample location often repre-
sents a larger portion of the landscape with similar soil (i.e., the soil–landscape paradigm; 
Hudson, 1992). One reason for this phenomenon is that soil forming environments can 
be explained by Tobler’s first law of geography that “near things are more related than dis-
tant things” (Tobler, 1970). Therefore, it makes sense that incorporating information sur-
rounding the sample points (i.e., neighborhood information) is appropriate for modeling 
soil classes because spatially adjacent classes are likely to be similar. One method of repre-
senting soil bodies is to use a circular neighborhood around sampling points to aggregate 
covariate data (Behrens et al., 2010a; Grinand et al., 2008; Silva et al., 2016), with the 
assumption that the size of the neighborhood will reflect a similar soil-forming environ-
ment. This study explored the effect of summarizing covariate data in different neighbor-
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hood sizes on model performance for disaggregating a soil map with 
multi-component map units in a semiarid rangeland environment.

Significant effort has been dedicated to discerning unique 
soil types within multi-component soil map units in many soil-
forming environments (Häring et al., 2012; Nauman et al., 2014; 
Odgers et al., 2014; Rad et al., 2014; Scull et al., 2005). Knowing 
the geographic locations of soil components within a soil map unit 
is useful for many management questions and is correlated to nu-
merous interpretations (Soil Survey Staff, 1993). Recent studies 
have focused on various methods of disaggregating soil map units, 
including the use of newly collected point data (Brungard et al., 
2015; Rad et al., 2014) and legacy data from previous soil survey 
efforts or other projects (Bui et al., 2006; Kempen et al., 2009; 
Heung et al., 2016). Other methods have focused on the embed-
ded information from soil surveys to develop probability-based 
samples of soil types within map units to discern relationships 
between covariate data and soil types (Nauman and Thompson, 
2014; Odgers et al., 2014). Although the majority of DSM efforts 
predict soil properties analyzed in a laboratory setting, recent ef-
forts have shown that field descriptions provide valuable informa-
tion that can be used to develop soil prediction maps (Balkovic 
et al., 2013; Hengl et al., 2007). Although positional error is an 
important consideration when using field soil profile descriptions, 
it is often much smaller than the error associated with covariates 
and model performance (Nelson et al., 2011). Many soil survey 
areas have archived soil information from previous survey efforts 
available in the local and regional offices of federal agencies that 
are rarely used after a survey is completed. In some cases, transect 
data are archived in national databases (e.g., the USDA-NRCS 
National Soils Information System). These data offer a wealth of 
information that can be incorporated with contemporary sam-
pling schemes to facilitate improved soil map products.

Advances in data availability and computation power allow for 
the integration of local, regional, and supraregional landscape char-
acteristics that are important for predicting soil properties (Behrens 
et al., 2014). Fine-scale environmental covariates are not always the 
best predictors for soil properties (Samuel-Rosa et al., 2015); hence, 
a range of pixel sizes and analysis neighborhoods should be ex-
plored to optimize models for a given region (Cavazzi et al., 2013; 
Nauman et al., 2014; Roecker and Thompson, 2010). In a given 
area, different soil classes may require different scales of the same 
attributes to predict their spatial distribution accurately (Behrens et 
al., 2010b). For example, a range of analysis scales for topographic 
attributes may be necessary to reflect the mental models used by soil 
scientists for mapping soils (Miller, 2014). Maynard and Johnson 
(2014) explored the role of raster pixel size compared with neigh-
borhood extent for predicting soil properties in the Oregon Coast 
Range Mountains and concluded that a moderate pixel size (10 m) 
with a range of neighborhood extents was optimal. Manipulating 
the neighborhood extent around a moderate pixel size can incor-
porate multiscale information without losing potentially valuable 
detail by increasing the pixel size; however, optimizing the neigh-
borhood size for any given soil class remains a formidable challenge.

Soil prediction models that use multiscale predictors can out-
perform models developed from only one analysis scale (Miller et 
al., 2015). Scale can easily be incorporated into topographic anal-
yses because the analysis window can be modified to account for 
different shapes and sizes of neighborhoods. Conversely, reflec-
tance data are more static with respect to scale and require other 
methods to aggregate information from neighboring pixels. In 
practice, multiscale information is commonly incorporated into 
DSM by manipulating the pixel size or analysis extent of topo-
graphic variables (Behrens et al., 2010b, Maynard and Johnson, 
2014), whereas reflectance indices are more commonly modified 
by changing the pixel size (Vasques et al., 2012) or incorporating 
sensors with a different pixel size (Miller et al., 2015). An alter-
native approach to scaling covariate information is to aggregate 
the covariate data using existing soil map unit boundaries or to 
average covariate data within a focal neighborhood around the 
training points (e.g., a circular neighborhood) (Silva et al., 2016). 
Representing multiscale patterns and processes requires the inte-
gration of potentially large numbers of environmental covariates, 
which necessitates robust models for predictions.

Machine learning algorithms offer many benefits for predict-
ing soil classes. For example, they are robust models that are resis-
tant to overfitting and can accommodate both continuous and 
categorical predictor variables (Kuhn and Johnson, 2013; Olden 
et al., 2008). As such, they have become very popular in the DSM 
community. Heung et al. (2016) categorized machine learning ap-
proaches for predicting soil types into tree-based learners, logistic 
regression, logistic model trees, distance-based learners, artificial 
neural networks, and support vector machines. Brungard et al. 
(2015) further organized some commonly used machine learn-
ing algorithms into simple, moderate, and complex on the basis of 
model interpretability and the number of parameters required for 
model tuning. It is often helpful to compare multiple approaches to 
take advantage of the strengths of different methods (Brungard et 
al., 2015; Heung et al., 2016; Taghizadeh-Mehrjardi et al., 2015).

There is no standard method of reporting accuracy metrics in 
DSM, which complicates the comparisons of model performance 
between or among studies. For example, studies predicting soil 
classes have used Κ (Brungard et al., 2015; Taghizadeh-Mehrjardi 
et al., 2015), entropy ( Jafari et al., 2013; Kempen et al., 2009), soil 
richness ( Jafari et al., 2013), percent correct (Nauman et al., 2014), 
and out-of-bag error (Rad et al., 2014) for overall assessments of 
model performance. Some studies also reported measures of ac-
curacy for individual classes such as percent correctly classified 
(Hengl et al., 2007; Nauman et al., 2014), out-of-bag error (Rad et 
al., 2014), user’s and producer’s accuracy (Taghizadeh-Mehrjardi 
et al., 2015), or purity ( Jafari et al., 2012). Furthermore, some 
studies report accuracy metrics for independent validation data-
sets (Häring et al., 2012; Hengl et al., 2007; Heung et al., 2016), 
whereas others do not use independent validation points and re-
port performance metrics for cross-validation or other resampling 
techniques (Brungard et al., 2015; Jafari et al., 2013; Rad et al., 
2014). Although relative differences between some metrics could 
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be inferred, lack of a common metric for reporting classification 
success limits comparisons between or among studies.

Accuracy assessments in classification models are gener-
ally based on exact matches of the measured and modeled points. 
However, soils with different names often have very similar charac-
teristics, which is likely to lead to underestimation of model perfor-
mance for predicting soil taxonomic groups. For this reason, some 
researchers have incorporated taxonomic distance into the evalu-
ation routine for such models (Carré and Girard, 2002; Minasny 
and McBratney, 2007). This is important because direct matches 
of soil type may occur with second or third highest probabilities 
for a given point (Odgers et al., 2014). Although incorporating soil 
taxonomic distance into model assessments can provide more real-
istic evaluations of soil class predictions, it does not always improve 
model accuracy (Taghizadeh-Mehrjardi et al., 2015). Furthermore, 
this approach is not always used because taxonomic distances be-
tween soils are not readily available (Brungard et al., 2015) or an 
alternative method such as rank matching is used (Chaney et al., 
2016; Odgers et al., 2014). Another method of accuracy assess-
ment is to aggregate predicted values within a neighborhood sur-
rounding the validation points (Nauman and Thompson, 2014). 
Although methods exist to modify classification accuracy metrics 
to improve interpretations and facilitate model improvement, the 
best measure of reality is an exact match for a given class.

The objective of this study was to create a series-level digital 
soil map in a semiarid landscape in southeastern Arizona without 
using existing soil map unit boundaries. This study evaluated the 
ability of point data to produce soil maps for comparison with an 
existing soil survey. More specifically, this study compared variable 
neighborhood sizes for summarizing covariate data around training 
point locations using eight different machine learning algorithms.

MATERIALS AND METHODS
Study Area

The focus of this study was a 78,569 ha site in Southeastern 
Arizona’s Basin and Range Province in Cochise County, AZ 
(Fig. 1). It is situated at the border with Mexico and New 
Mexico. Elevations range from 1220 m in the valley bottom to 
over 2240 m in the adjacent Peloncillo Mountains. The ma-
jority of the study area comprises semidesert grassland with a 
transition to Madrean evergreen woodland in the Peloncillo 
Mountains (Brown and Lowe, 1994). Drainages converge at the 
San Bernardino National Wildlife Refuge before flowing south 
into Mexico. This area occupies the transition zone between the 
Sonoran and Chihuahuan Deserts, which differ in their annual 
precipitation regimes and dominant plant communities (Brown, 
1994; Neilson, 1987). Common plant functional groups found 
in the semidesert grassland communities include grasses, forbs, 
shrubs, leaf succulents, and cacti (Brown, 1994). The climate is 
semiarid with 361 to 470 mm of mean annual precipitation and 
a mean annual temperature ranging from 13 to 18°C (PRISM 
Climate Group, 2012). The primary land use is cattle ranching.

There are a variety of soil orders within the study area, includ-
ing Entisols, Aridisols, Vertisols, and Mollisols, formed in predom-

inantly volcanic parent material with some granite, limestone, and 
associated basin fill (Soil Survey Staff, 2013). The published soil 
survey identified 48 unique named soil series represented in 36 soil 
map units in the study area (Supplemental Table S1; Soil Survey 
Staff, 2013). The San Bernardino Volcanic field occupies a con-
siderable portion of the study area, resulting in landforms such as 
basalt flows and cinder cones formed during the Pleistocene (Biggs 
et al., 1999). Other common landforms in the area include alluvial 
fans and pediment fans. The soil survey covered 72,590 ha of the 
larger study area, leaving unmapped areas on national forest land.

Environmental Covariate Data
A total of 36 environmental covariates were derived from a 

digital elevation model (DEM) and Landsat reflectance (Table 
1). Topographic variables are a critical source of information for 
soil prediction models (Brungard et al., 2015; Chaney et al., 2016; 
Jafari et al., 2013), so a suite of 12 variables was derived from a 
one-third arc-second National Elevation Dataset (http://nation-
almap.gov/, accessed 16 Mar. 2017) DEM with 10-m spatial reso-
lution using the SAGA graphical information system software 
(Conrad et al., 2015). Prior to analyses in SAGA, the DEM was 
preprocessed to a hydrologically correct surface using ArcGIS 
version 10.4 by filling sinks (Environmental Systems Research 
Institute, 2015). Two Landsat 8 Operational Land Imager scenes 
with standard terrain correction were acquired from the USGS 
LandsatLook Viewer (http://landsatlook.usgs.gov/viewer.html, 
accessed 16 Mar. 2017) that represented peak (1 Sept. 2013) and 
nonpeak (29 May 2013) vegetative conditions. Eight indices rep-
resenting soil and geology were derived for both Landsat 8 scenes 
(Table 1). In addition, a 3-yr time series of normalized difference 
vegetation indices (NDVIs) from Landsat 5 Thematic Mapper 
representing all cloud-free scenes for Path 34, Row 38 from 2009 
to 2011 (n = 31) was obtained from the USGS Earth Resources 
Observation and Science Center Science Processing Architecture 
on-demand interface (https://espa.cr.usgs.gov/, accessed 16 Mar. 
2017). The time series represented a range of wet and dry con-
ditions and was compressed with a principal component analy-
sis using ArcGIS. Multitemporal vegetation indices can capture 
subtle differences in soil properties that are not discernable from 
single images (Maynard and Levi, 2017) and principal compo-
nent analyses of NDVI time series are useful for deriving ecologi-
cal units based upon vegetation dynamics in this region (Forzieri 
et al., 2011). The first seven principal components were used to 
represent vegetation dynamics for soil series predictions, as visual 
inspection suggested they were free of noise and represented land-
scape patterns.

Soil Profile Data
Soil pedon descriptions and field maps from initial soil sur-

vey efforts from 1994 to 1997 were collected from the Tucson, 
AZ, Soil Survey office of NRCS. This included scanned copies 
of topographic maps that had been annotated at the time of the 
initial soil survey and field data sheets representing soil profile 
descriptions and taxonomic information. Scanned topographic 
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maps were orthorectified using ArcGIS. Soil profile descriptions 
that included GPS coordinates were converted into a shapefile. 
The remaining soil profile locations and sampling transect lines 
were hand-digitized as points and lines, respectively. Soil transect 
lines were broken into equal interval points based on the number 
of soil descriptions included in the matching transect documenta-
tion. Sampling intervals were comparable with the estimated dis-
tances reported in the soil transect documentation. The direction 
of the soil transects was not explicit for all transects, so annotations 
in the descriptions were used to determine the direction for the 

proper attribution of the assumed sampling locations with exten-
sive guidance from a soil scientist who mapped much of the study 
area. Soil sampling points were assigned series names from profile 
data. Only sample locations with sufficient data to assign a soil se-
ries name were used in the modeling.

In addition to using existing soil pedon data, 50 new obser-
vations were made to represent the variability of the soils for a 
19,342 ha portion of the study area. To capture the spatial patterns 
of unique soil–landscape features, an iterative principal compo-
nent analysis (iPCA) data reduction routine was used to identify 

Fig. 1. Study area in southeastern Arizona showing 418 sample locations with soil series information and Soil Survey Geographic Database (SSURGO) 
map unit boundaries. Cross-hatched map units indicate that at least one named soil component was not present in the training data. The background 
is a Landsat 8 image from 29 May 2013, represented as a false color composite of Bands 7, 5, 3 in red, blue, and green at 25% transparency.
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the topographic and reflectance indices that explained the great-
est amount of information in the covariate data by using custom 
code in R (Levi and Rasmussen, 2014; R Core Team, 2014). At the 
onset of this project, 27 of the 36 covariates described above were 
thought to be satisfactory for representing the landscape variabil-
ity for the iPCA and subsequent sample design. After new sam-
ples were collected, the availability of additional soil pedon data 
from initial soil survey efforts (described above) became available, 
which expanded the study area. A total of 27 covariates were used 
for iPCA, including eight topographic variables: percent slope, 
SAGA wetness index, tangential curvature, multiresolution index 
of river bottom flatness, and topographic position index calculat-
ed with four different neighborhoods (100, 250, 500, and 1000 
pixels). I derived 19 reflectance indices (nine from each Landsat 
8 scene) and a difference in NDVI between September and May. 
The indices included the following: gypsic index, natric index, cal-
careous sediment index, NDVI, and the band ratios 3:1, 3:2, 5:4, 
7:3, and 7:5. The final six covariates selected via the iPCA (Table 
1) were applied to a conditioned Latin hypercube sample (cLHS) 
design to identify 50 sampling locations on ranches where access 
was available. The cLHS design is a stratified random technique 
that can represent the multivariate distributions of covariate data 

(Minasny and McBratney, 2006). Sample design was carried out 
using the ‘clhs’ package in R (Roudier, 2011).

Sampling of the cLHS points occurred between June 2014 
and March 2015. Hand-dug soil pits were described and sampled 
according to the genetic soil horizon to a limiting layer (e.g., pet-
rocalcic, bedrock) or as deep as possible according to National 
Cooperative Soil Survey standards. Samples were collected from 
the field for particle size analysis. Field descriptions and labora-
tory data were used to classify each pedon to the soil series level.

Modeling Soil Series
Models were developed for soil series classes that had at least 

two samples in the training data. Weighting the model training 
according to the frequency distribution of soil classes can im-
prove the accuracy of minority classes; however, the overall ac-
curacy may be reduced (Stum et al., 2010). Similar soils can be 
merged prior to modeling to reduce the number of classes and 
therefore create less imbalance in the training data (Rad et al., 
2014); however, the goal of this work was to disaggregate the 
multi-component soil map units, so I wanted to predict as many 
unique classes as possible. Removing classes with small sample 
sizes can improve model performance by helping to balance the 

Table 1. Environmental covariates derived from 10 m DEM and 30 m Landsat that was resampled to 10 m for modeling.†

Covariate Source Used in cLHS‡ Reference

Elevation NED

Slope NED X

SAGA wetness index NED (Boehner et al., 2002; Freeman, 1991)

Topographic position index 100 pixel radius NED X (Wilson and Gallant, 2000)

Topographic position index 250 pixel radius NED (Wilson and Gallant, 2000)

Topographic position index 500 pixel radius NED (Wilson and Gallant, 2000)

Topographic position index 1000 pixel radius NED X (Wilson and Gallant, 2000)

Multiresolution index of river bottom flatness NED X (Gallant and Dowling, 2003)

Multiresolution index of ridge top flatness NED (Gallant and Dowling, 2003)

Valley depth NED

Midslope position NED

Minimum curvature NED

Maximum curvature NED

NDVI time series_PCA_1 Landsat 5 TM

NDVI time series_PCA_2 Landsat 5 TM

NDVI time series_PCA_3 Landsat 5 TM

NDVI time series_PCA_4 Landsat 5 TM

NDVI time series_PCA_5 Landsat 5 TM

NDVI time series_PCA_6 Landsat 5 TM

NDVI time series_PCA_7 Landsat 5 TM

May and September band ratio 3:1 Landsat 8 OLI X (Sept.)

May and September band ratio 3:2 Landsat 8 OLI (Boettinger et al., 2008)

May and September band ratio 5:4 Landsat 8 OLI

May and September band ratio 7:3 Landsat 8 OLI (Boettinger et al., 2008)

May and September band ratio 7:5 Landsat 8 OLI X (May) (Boettinger et al., 2008)

May and September calcareous sediment index Landsat 8 OLI (Boettinger et al., 2008)

May and September gypsic index Landsat 8 OLI (Nield et al., 2007)

May and September natric index Landsat 8 OLI (Nield et al., 2007)
† NDVI, normalized difference vegetation index, PCA, principal component analysis; NED,National Elevation Dataset; Landsat 5 TM, Landsat 
Thematic Mapper sensor; Landsat 8 OLI, Operational Land Imager sensor. 

‡  X denotes covariate data that were selected via iterative principal component analysis data reduction and used as input for a conditioned Latin 
hypercube sample (cLHS) design of 50 newly collected pedons.
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class distributions (Kovačević et al., 2010). In order to preserve 
the detailed soil series level information, I elected to remove mi-
nor classes with only one observation as the method of dealing 
with class imbalance. A total of 433 sample points had series-lev-
el classifications; however, after intersecting these with covariate 
data and removing samples with fewer than two training points 
in a given class, there were 418 sample points available for model-
ing. Those points represented 28 soil classes. Most of the samples 
represented dominant soil series and several series had fewer than 
five samples (Fig. 2). Soil map units that had at least one named 
component that was not represented in the 418 sample points 
were positioned along the edges of the study area and accounted 
for 8% of the mapped area (Fig. 1). Of the 418 points used for 
modeling, 53 had explicit GPS coordinates assigned to them and 
the remaining 365 points were assigned spatial locations using 
the hand-digitizing procedure described above. The 418 pedons 
represented the general area distribution of soil series in the pub-
lished soil survey (Fig. 2).

Eight machine learning models were implemented using the 
‘caret’ package (Kuhn, 2008) in R (R Core Team, 2014) and rep-
resented simple (k-nearest neighbors), moderate (classification 
trees and nearest shrunken centroids), and complex algorithms 
(bagged classification trees, random forests, linear support vector 
machines, radial basis support vector machines, and the decision 
tree and rule-based algorithm C5.0) according to Brungard et al. 
(2015). Detailed descriptions of all models are provided by Kuhn 
and Johnson (2013). For models that required selection of tuning 
parameters, the default search grid produced with the ‘caret’ pack-
age was used to select the parameters that produced the simplest 
model within one SE of the best model ( James et al., 2014). The 
focal mean of each environmental covariate presented in Table 
1 was generated for circular neighborhoods with radii of 0, 15, 
30, 60, 90, 120, 150 and 180 m. The resulting covariates were ex-
tracted to soil sample locations and models were developed for 
each of the respective neighborhood sizes. A multiscale model 
including covariates from all neighborhoods (288 covariates) was 

Fig. 2. Area of named soil series represented in published Soil Survey Geographic Database (SSURGO) map units within the study area (A) and soil 
series frequency of available pedon data (n = 426) (B). An asterisk indicates that the series was not included in prediction models because the sample 
size was one. The area of a named soil series does not include unnamed inclusions in published map units. The area of each soil series in the study area 
was approximated by multiplying the proportion of each component in a given map unit by the total mapped area of that map unit. For complex map 
units that did not explicitly state the proportion of each component, the named components were assumed to occupy 90% of the map unit, leaving 
10% as unnamed inclusions. In these cases, the named components were assigned equal proportions of the 90% to calculate the area.
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also tested. Recursive feature elimination (RFE), which is a back-
ward selection algorithm, was applied to reduce the number of 
predictor variables prior to modeling for each neighborhood size 
(Guyon et al., 2002). This approach has been used in other DSM 
studies to identify the  variables that are important for model de-
velopment (Ballabio, 2009; Brungard et al., 2015). Recursive fea-
ture elimination was used using the random forest classifier with 
five repeated cross-validation routines with 10 folds each. Data 
were centered and scaled prior to RFE and subsequent modeling, 
and each model was run using the same seed for random number 
generation to ensure the models were comparable.

Model Validation
A leave-group-out cross-validation was used to assess model 

performance and compare results where 70% of points were used 
for training and 30% for validation (Kuhn and Johnson, 2013). 
The average value of the K statistic from the 100 iterations was 
used for overall model assessment and comparison between 
models. K provides a measure of overall model performance 
that is corrected for chance agreement (Foody, 2002). Values of 
K between 0 and 0.2 are considered slight, those between 0.2 
and 0.4 are fair, those between 0.4 and 0.6 are moderate, those 
between 0.6 and 0.8 are substantial and those >0.8 are in near-
perfect agreement (Landis and Koch, 1977). In this study, K was 
used as the preferred metric for overall model performance to 
allow comparisons to other studies that reported K. Individual 
class accuracies were evaluated via user’s and producer’s accura-
cies (Congalton, 1991). User’s accuracy is the number of correct-
ly classified pixels for a given class divided by the total number 
of pixels classified as that class (i.e., the reliability of the map). 
Producer’s accuracy is the number of correctly classified pixels 
divided by the total number of reference pixels for the same class.

A confusion index (CI) was calculated for spatial assessment 
of model performance (Burrough et al., 1997):

( )max, (max 1)CI  1
iim m −

 = − −   

where mmax,i is the probability value of the class with maximum 
probability at location i and m(max–1)i is the second-largest prob-
ability at location i. The value of the confusion index ranges from 
0 (low uncertainty) to 1 (high uncertainty). Qualitative evalua-
tions of soil class predictions were made by visually comparing 
patterns in the modeled data and the published soil survey.

RESULTS
Covariate Selection

The number of variables retained from RFE varied slightly 
for the different neighborhood sizes (Table 2). Comparison of 
the top five variables selected from each neighborhood size il-
lustrated the importance of the gypsic index and band ratio 
7:5 from the May Landsat scene (representing dry conditions), 
and the SAGA wetness index, as these covariates were selected 
in all models. Elevation and the topographic position index (a 
1000-pixel window) were important for smaller neighborhoods 
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and gave way to the multiresolution index of river bottom flat-
ness for the larger neighborhoods. The fourth principal com-
ponent of the 3-yr NDVI time series was important for larger 
neighborhood sizes. For the multiscale combination of covari-
ates, predictors representing three of the larger neighborhoods 
(180, 150, and 90 m) were selected for the top five covariates. 
Interestingly, both the band ratio of 7:5 and the gypsic index 
from the May (dry) Landsat scene at the largest neighborhoods 
appeared twice in the top five variables of the multi-scale model 
and only one topographic variable was in the top five (SAGA 
wetness index with a 90-m neighborhood).

Model Performance
A comparison of the 72 individual models showed a fair to 

moderate agreement for predicting soil series classes with Κ val-
ues ranging between 0.24 and 0.44 (Fig. 3). Model performance 
increased with neighborhood size for all eight models evaluated. 
The radial support vector machine and random forest models 
had the greatest value of Κ across all neighborhood sizes. Nearest 

shrunken centroids and the random partition classification tree 
models had the poorest performance and all other models were 
intermediate. A neighborhood of 150 to 180 m emerged as a 
threshold beyond which model performance did not improve. 
Within each class of models, including covariates from all ex-
tracted neighborhoods (n = 288) did not improve performance 
over the largest neighborhood (n = 36), except for the random 
forest model. The model with overall highest Κ was the sup-
port vector machine model with a radial kernel and a 150-m 
neighborhood (SVMR.150; Κ = 0.44). The best performing 
multiscale model was the random forest model (RF.multiscale; 
Κ = 0.42). Spatial representation of the confusion index from 
the RF.multiscale model showed large portions of the study area 
with relatively high confusion between the top two predicted 
soil series classes for each 10-m raster pixel; however, localized 
zones of low confusion were also visible (Fig. 4).

Both producer’s accuracy and user’s accuracy were simi-
lar for the majority of predicted soil series for the SVMR.150 
and RF.multi-scale models (Fig. 5, Supplemental Table S2 and 
Supplemental Table S3). However, the RF.multiscale model showed 
improved accuracy for several of the series with low numbers of 
samples. For example, six of the series had no correct classifications 
in the SVMR.150 model but did have correct classifications in the 
RF.multi-scale model. This demonstrates the RF.multi-scale model 
was better able to predict more soil classes than the SVMR.150.

Comparison of the user’s and producer’s accuracy for each 
class across all nine neighborhood sizes of the random forest 
model indicated that some classes were best modeled with a 
range of sizes (data not shown). Similar to Behrens et al. (2010b), 
some classes were better predicted with some attributes than oth-
ers and had very similar accuracies across all neighborhood sizes, 
whereas others were more sensitive to the neighborhood size. In 
general, the larger neighborhoods (including RF.multiscale) pro-
duced greater accuracies for individual classes than smaller ones.

Spatial Prediction
The machine learning models captured the spatial variabil-

ity of major soil types represented by the published soil map with 
varying degrees of similarity (Fig. 4 and Fig. 6). Output from the 
SVMR.150 model, which had the highest Κ, produced general-
ized patterns of soil types across the study area. Soils occupying 
small areas, such as narrow drainages, were not well represented 
in the generalized model because the averaged covariate values 
masked the fine-scale patterns. Generalized patterns of soil in 
upland landscapes with large coverage were well represented. In 
contrast, the best performing multiscale model (RF.multiscale) 
predicted a variety of both generalized and detailed soil features 
across the landscape. The SVMR.150 model predicted only 26 of 
the 28 unique soil series classes, in contrast to the RF.multiscale 
model, which predicted all 28. Models generated for smaller 
neighborhood sizes produced more complex maps of soil types, 
suggesting extensive heterogeneity across the study area (Fig. 6).

Because of the edge effects of covariate data, the final area 
of predicted soil types in this study area was smaller than the area 

Fig. 3. Comparison of eight machine learning models and the effect of 
neighborhood size (the number indicates the radius) on the prediction 
of soil series in the San Bernardino watershed of southeastern 
Arizona. Multiscale represents the model with all neighborhood 
sizes. Each point represents the mean of 100 leave-group-out cross-
validations, where 70% of the points were used for training and 30% 
for validation. Models include bagged classification trees (BCT), C5.0, 
classification tree (CT), nearest shrunken centroids (NSC), k-nearest 
neighbors (KNN), random forests (RF), radial support vector machines 
(SVMR), and linear support vector machines (SVML).
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originally identified (Fig. 4). The most 
pronounced edge effects were on the 
western edge of the study area, which 
paralleled the edge of Landsat scenes. 
Variable boundaries of some Landsat 
scenes resulted in a reduction in us-
able Landsat data after neighborhood 
filtering, which caused the models to 
predict ‘No Data’ values. Additionally, 
some soil map units on the western 
edge of the study area (<1% of the 
study area) were very small and fell 
within the ‘No Data’ region of the fi-
nal prediction maps.

Although the models produced 
a wide range of Κ values across neigh-
borhood sizes, there were many simi-
lar patterns captured with them. For 
example, Fig. 6 illustrates the abil-
ity of random forest models derived 
from 0-, 90-, and 180-m and multi-
scale neighborhoods to delineate a 
surge ring surrounding a volcanic cra-
ter. The 0-m neighborhood showed 
the most complexity and predicted 
more individual soil classes than 
other models. In contrast, the larger 
neighborhood models produced 
more generalized maps of soil series 
and the RF.multiscale model retained 
some detailed information but heav-
ily favored the general patterns of 
the larger neighborhoods. Maps of 
the corresponding confusion indices 
indicated high confusion for most 
of the area, with only localized areas 
of low confusion. The common pat-
terns of prediction suggest that there 
may be utility in some sort of model 
averaging to produce more robust prediction maps of soil classes.

DISCUSSION
Utility of Covariates

Some interesting findings of this study were that the indices 
developed to identify specific features in other study areas effec-
tively identified soil and geology features that differed from their 
original uses. For example, the gypsic index was developed to 
identify gypsic soil areas using short-wave infrared wavelengths 
(Landsat Bands 5 and 7) (Nield et al., 2007); however, this index 
was able to identify patterns of volcanic cinder cones and basalt 
flows that were not influenced by gypsum in this study area. The 
same short-wave infrared wavelengths are also important for 
distinguishing clay minerals and geologic formations (Yazdi et 
al., 2013). Similarly, the natric index was developed to identify 

natric soil areas sodium-rich using near- and short-wave infra-
red wavelengths (Bands 4 and 5) (Nield et al., 2007) but it also 
captured patterns of volcanic soils. Vegetation indices were origi-
nally developed to predict plant characteristics (e.g., vegetation 
cover, biomass, and phenology) but are also generally important 
variables for predicting soil features, including taxonomic classes 
(Odgers et al., 2014; Rad et al., 2014). Principal component four 
from the NDVI time series was important in the coarser models, 
confirming the results of other studies showing that multitem-
poral NDVI patterns capture soil property differences (Dobos et 
al., 2000; Levi et al., 2015; Maynard and Levi, 2017). The utility 
of vegetation indices for predicting soil properties is explained 
by the tight coupling of soil–vegetation–climate relationships in 
semiarid systems where soil texture influences vegetation dynam-
ics (Maynard and Levi, 2017).

Fig. 4. Soil series map in the San Bernardino watershed of southeastern Arizona resulting from a radial 
support vector machine model using covariate data summarized with 150-m circular neighborhoods 
(A), a dominant component map of published Soil Survey Geographic Database (SSURGO) (B), a 
random forest model trained with multi-scale covariate data (C), and the confusion index (CI) for the 
random forest model (D). The legend for soil series applies to all prediction maps; SSURGO map units 
with the same percentage of dominant components are represented with appropriate shading. The 
black rectangle is the study area extent. White areas in A, B, and C represent no data values as a result 
of edge effects of covariate data; white areas in B indicate SSURGO map units with no components 
represented in the training data. Additionally, the large white area on the eastern edge of B is national 
forest land with no published SSURGO data available.
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Model Performance

Complex prediction models performed better than simple 
models, which corroborates the results of other studies that com-
pared multiple machine learning approaches to modeling soil taxo-
nomic classes (Brungard et al., 2015; Heung et al., 2016; Kovačević 
et al., 2010). My results indicate that random forest models were 
not significantly different (i.e., the 95% confidence intervals of the 
respective mean Κ overlapped) from the radial support vector ma-
chine models for seven of the nine neighborhood sizes (Fig. 3). Both 
random forest models (Chaney et al., 2016; Nauman et al., 2014; 
Rad et al., 2014) and support vector machine approaches (Hahn 
and Gloaguen, 2008; Lorenzetti et al., 2015) are commonly used to 
map soil taxonomic classes. Although random forest models have 
been shown to be robust classifiers, high model performance in this 
study may also be influenced by use of the random forest algorithm 
for covariate selection via RFE (Brungard et al., 2015). An interest-
ing result is that seven of the eight models evaluated had a lower Κ 
for the multiscale model than the best performing neighborhood 
size in each respective suite of models. This pattern may be an arti-
fact of the RFE procedure used to choose the important covariates 

for model development and future work should explore the perfor-
mance of this approach compared with other available variable selec-
tion algorithms.

The ranges of Κ in this study were similar to those reported 
by Brungard et al. (2015) for soil taxonomic groups in similar land-
scapes in the western United States (0.1–0.59). Hengl et al. (2007) 
reported Κ values ranging from 0.33 to 0.54 for soil taxa across all 
of Iran, which overlapped the range of Κ in this study. Another 
study in Iran by Taghizadeh-Mehrjardi et al. (2015) showed that 
ranges of Κ for soil family were higher than those in this study 
(0.51–0.69) and increased with more general taxonomic groups up 
to a maximum of 0.84. Κ was lower than that reported by Heung 
et al. (2016) in southern British Columbia, although they used 
single-component soil surveys for creating sampling design and 
modeling, in contrast to my use of sample points distributed in 
multi-component surveys. Classification performance is impacted 
by the complexity of the landscape, the overall number of classes 
to be predicted, and the number of samples in each class and their 
spatial distribution (Brungard et al., 2015; Jafari et al., 2012).

Fig. 5. User’s and producer’s accuracy for 28 soil series modeled with the support vector machine model with a radial kernel and a 150-m neighborhood 
(SVMR.150) (orange) and the random forest multiscale (RF.multiscale models) (blue) derived from 100 iterations of leave-group-out cross-validation.
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The number of classes predicted 
in this study (28 soil series) is typi-
cal of DSM studies focused on taxo-
nomic classification. For example, 
Brungard et al. (2015) predicted be-
tween three and five soil classes for 
separate study areas in the western 
United States, Taghizadeh-Mehrjardi 
et al. (2015) predicted five soil classes 
in an Iranian study area, Hengl et al. 
(2007) modeled 15 soil classes across 
the entire country of Iran, Silva et al. 
(2016) predicted four soil classes in 
Brazil, and Jafari et al. (2012) pre-
dicted 18 soil great groups in Iran. 
These studies focused on spatial pre-
dictions of higher levels of soil tax-
onomy than I did, which resulted in 
fewer unique soil classes. In contrast, 
Odgers et al. (2014) modeled 71 soil 
classes in Australia with 22.5% vali-
dation success for the most probable 
soil, and Nauman and Thompson 
(2014) predicted 56 soil series classes 
in West Virginia with 24% validation 
success. Model performance generally 
decreases with more detailed predic-
tions of taxonomic classes (Heung et 
al., 2016, Taghizadeh-Mehrjardi et al., 
2015). This is because the purity of 
the soil map units and the pedologi-
cal diversity within a given map unit 
is inversely related, for models across 
the soil order, to subgroup hierarchy 
(Jafari et al., 2013). Modeling detailed 
taxonomic classes also increases the 
likelihood of class imbalance issues, 
which complicates model training.

The confusion index from the 
RF.multiscale model showed large 
portions of the study area with 
high confusion and smaller patches 
or zones with much lower confusion. This is a pattern typical 
of other studies that have reported high confusion indices or 
uncertainty values when predicting soil types (Brungard et al., 
2015; Chaney et al., 2016; Nauman et al., 2014; Odgers et al., 
2011, 2014). The most likely reason for the high confusion in-
dex values across large areas is that similar soils geographically 
associated with one another were misclassified as each another 
(Supplemental Tables S2 and Supplemental Table S3). Another 
possible explanation for the patterns of the confusion index could 
be problems associated with class imbalance. Some soil classes 
were only represented in small numbers in the available training 
data, which limited the ability of the prediction models to iden-

tify unique criteria for differentiating classes (Subburayalu and 
Slater, 2013). The classes with small numbers of training data 
were not represented with the same spatial extent as those classes 
with many more cases, which is likely to have led to problems 
with model performance.

Two general approaches have been suggested for overcom-
ing class imbalance in soil prediction models: (i) increase obser-
vations for under-represented classes or (ii) reduce the number 
of classes to be modeled (Brungard et al., 2015). Perhaps the sim-
plest solution for increasing the sample size of under-represented 
classes is to collect more field data; however, this is not always 
feasible because of time, cost, and logistical constraints. An alter-

Fig. 6. Soil series predictions and respective confusion index maps from random forest models using 
unaltered covariates (A, E), focal means of covariates for 60 m (B,F) 180 m (C,G), and multi-scale (D,H) 
neighborhood sizes for a focus area with volcanic cinder cones and basalt flows.
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native is to add ‘synthetic’ sample points based on probabilistic 
sample designs that use existing soil survey maps (Chaney et al., 
2016; Heung et al., 2016; Odgers et al., 2014; Subburayalu et al., 
2014). Soil surveys can also be mined for soil–landscape rules to 
predict soil class distributions in space.

A second approach for addressing class imbalance issues is 
to reduce the number of soil classes being predicted. This has 
been achieved by removing training data that represent classes 
with a small sample size in order to model only dominant soil 
classes (Kovačević et al., 2010; Subburayalu et al., 2014) and 
also by combining training data into similar groups on the ba-
sis of soil properties (Rad et al., 2014; Kempen et al., 2009) or 
taxonomic classification (Brungard et al., 2015). Reducing the 
number of soil classes being predicted can improve model perfor-
mance but modeling only dominant soils generalizes the predic-
tions and arguably provides limited information gain compared 
with a traditional soil survey. Incorporating a combination of 
these methods for addressing class imbalance issues with existing 
soil point data is likely to provide a more robust approach for 
improving soil mapping.

Scaling Pattern and Process Relationships
Soil patterns are a function of many processes occurring at 

different spatial scales. Covariate data from multiple sources are 
often integrated for DSM exercises because representation of the 
soil-forming factors requires many indices to reflect soil formation 
across a variety of spatial scales (Grunwald, 2009; Grunwald et al., 
2011; McBratney et al., 2003). My results illustrate the importance 
of scale to prediction accuracy. Similar to Miller (2014), who cali-
brated topographic attributes to analyze scales used by soil scien-
tists, model performance increased with the size of analysis scale 
up to some threshold that presumably represented an appropriate 
scale of landscape processes. Working at very coarse scales in France 
(1:250,000), Grinand et al. (2008) also found that model perfor-
mance for soil classes increased with increasing the analysis scale. 
Although the overall model performance increased with neighbor-
hood size in this study, it did result in poor representation of soil 
classes with low area/perimeter ratios and small spatial extent (e.g., 
drainages). This is similar to the results reported by Behrens et al. 
(2010b) in a forested site in Germany, which concluded that a mul-
tiscale approach provided minimal benefit for predicting small or 
elongated soil classes (e.g., drainages) because these soils were con-
trolled by local-scale landscape processes and larger neighborhood 
sizes effectively masked their signal in covariate data. This explains 
why the model with the largest Κ (SVMR.150) had limited ability 
to predict soils in drainages, relative to the RF.multiscale model and 
other smaller neighborhood sizes. The more generalized prediction 
maps smoothed the covariate data and misrepresented the respec-
tive soil classes (Roecker and Thompson, 2010).

The most realistic model for preserving general and detailed 
soil class distributions was the RF.multiscale model (Fig. 4). It is 
common for different study areas to require unique sets of envi-
ronmental covariates for optimal models. For example, Brungard 
et al. (2015) predicted soil taxonomic classes in three study areas 

across the western United States with the same types of models 
and covariates and found that optimal predictors differed by re-
gion. They also found that a range of pixel sizes were important 
for predicting soils in these regions. A study conducted in the 
Sonoran Desert by Nauman et al. (2014) also reported the impor-
tance of multiscale predictors for modeling soil types. Another 
consideration for optimizing model performance for predicting 
soil classes is that individual soil classes may require unique sets of 
multiscale predictors to produce the best model (Behrens et al., 
2010b). Further research is needed to address this concept.

Choosing the correct pixel size and modeling scale are impor-
tant and potentially challenging elements of DSM (Hengl, 2006; 
Malone et al., 2013). The use of a 10-m pixel size for covariates in 
this study follows the recommendations of Maynard and Johnson 
(2014), who suggested that moderate pixel size provides consider-
able flexibility for evaluating the influence of neighborhood sum-
maries. It is possible that the results would have been different if 
soil series had been modeled at a different pixel size. Furthermore, 
changing pixel size and neighborhood size may prove useful for 
meeting use-specific needs of soil information across scales.

Deriving topographic covariates with different neighbor-
hood extents is relatively easy and is commonly used for DSM 
(Behrens et al., 2010b; Maynard and Johnson, 2014; Miller, 
2014) but focal summaries of reflectance indices for training soil 
prediction models is less common (Grinand et al., 2008; Vasques 
et al., 2012). For example, Nauman et al. (2014) used neighbor-
hood SD for single bands as predictors for soil classes but did not 
compute mean values of bands or other indices. Vasques et al. 
(2012) applied smoothing functions to resample reflectance pix-
els to the larger pixel size for predicting soil C stocks. I argue that 
training soil prediction models with a neighborhood of covariate 
data around the sample points is important to link information 
in the covariates to the extent of similar soils on the ground and 
produce a more robust model of soil prediction. The optimal size 
and shape of the neighborhood is largely controlled by the soil-
forming environment because soil–landscape features are closely 
tied to multiscale processes. Aggregating covariate data with 
multiple neighborhood sizes can help to link conceptual and 
quantitative models of soil pedogenesis to spatial predictions.

Spatial Prediction Limitations
It is important to note that this study area represents only a 

portion of the county soil survey and that some map unit descrip-
tions reflect composition from samples outside the study area. 
Consequently, some soil series could not be modeled. For example, 
Riverwash is a miscellaneous unit that is easily discerned via aerial 
photography that was not sampled within the study area. Eight 
percent of the study area fell into the category of soil map units 
without representation by at least one component. In some cases, 
inadequate numbers of cases for a given soil series (i.e., <2) pre-
cluded those classes from entering the domain of potential classes 
for models to predict. This class imbalance can explain some dif-
ferences in the patterns and composition of the soil prediction 
models compared with the published survey. Although obtain-
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ing additional sample points to represent under-represented soil 
classes would have represented the study area better, further data 
collection was not possible because of logistical and financial con-
straints. Incorporating probabilistic approaches with existing soil 
point data and contextual soil map unit information would prob-
ably be a very useful improvement for modeling soil class variables.

Although the RF.multiscale model identified some of the 
patterns of soil features, it did not always assign them to the cor-
rect class. For example, some classes in drainages (e.g., Riverwash, 
Riveroad, Ubik) were differentiated from surrounding features but 
assigned an incorrect class attribute (Fig. 4). This is likely to re-
flect the low number of training data for these classes. In contrast, 
the SVMR.150 model did a poor job of identifying the patterns 
of these same cases because the 150-m smoothing of the covariate 
data masked these small features. The results suggest that incor-
porating multiscale predictors (e.g., neighborhood summaries of 
covariates) may be useful for capturing both dominant and rare 
soil–landscape features. Although the aggregation of training data 
can account for some spatial errors that may be present in legacy 
pedons, a post hoc comparison of model accuracy showed very lit-
tle difference between legacy pedons and the cLHS pedons used in 
this study. Hence, the use of both legacy pedons and cLHS pedons 
in this modeling exercise appear to be acceptable, despite some spa-
tial uncertainty in the point locations of the legacy pedons.

Misclassifications for both the SVMR.150 and RF.multiscale 
models were generally a result of predicting a similar soil within 
a common landform (Supplemental Tables S2 and Supplemental 
Table S3). For example, in both models, Boss, Krentz, and 
Paramore soils, which commonly occur on volcanic cinder cones, 
were often confused with one another. Similarly, the Cherrycow 
and Magoffin series occur on hills and mountains of volcanic par-
ent materials and were confused with one another. Series in drain-
ages that were misclassified were commonly confused with other 
series found in floodplain or alluvial fan settings. These trends 
mark the geographic association of these soils with one another in 
soil map units and are likely to reflect the development of the soil 
map units in the initial soil survey. These types of misclassification 
errors illustrate the source of overall classification errors and future 
work should focus on ways to differentiate geographically associ-
ated soils that have similar physical characteristics.

CONCLUSION
I have presented a method of using covariate data to train 

soil prediction models that uses concepts used in traditional soil 
surveys. Comparison of multiple models provides useful insights 
into the range of prediction accuracy that can be obtained. A 
threshold of a 150-m radius of aggregated covariate data emerged 
as the best scale to optimize overall model performance for this 
study area. There was, however, a tradeoff between overall model 
performance and individual class accuracy, where smaller neigh-
borhoods had lower overall accuracy but predicted patterns of 
rare soils and larger neighborhoods had greater overall accuracy 
and predicted rare soils poorly. In contrast, the multiscale ap-
proach of integrating covariate data for soil prediction models 

produced a more realistic map with a combination of detailed 
and general soil–landscape patterns. Covariates selected in all 
models reflected an even mixture of both topographic and re-
motely sensed variables with differences in variable importance 
for different neighborhood sizes. Evaluating a range of neighbor-
hood sizes for aggregating covariate data provides a method of ac-
counting for multiscale processes that are important for predict-
ing soil patterns without modifying the pixel size of final maps. 
Incorporating concepts from traditional soil surveys with DSM 
approaches can strengthen ties between the two and optimize the 
extraction of landscape information for predicting soil classes.
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SUPPLEMENTARY MATERIAL

The supplemental tables show detailed results of classifi-
cation accuracy including soil map unit composition and the 
modeled distributions of each component for the RF.multiscale 
and SVMR.150 models. Comprehensive error matrices of the re-
spective models also show the user’s and producer’s accuracy for 
each modeled soil component.
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